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TESTIMONY OF CATHERINE A. ALLEN, CEO, BITS 

 

Introduction 

 

Thank you, Chairwoman Kelly and Ranking Member Gutierrez, for the opportunity to testify 

before the House Committee on Financial Services Subcommittee on Oversight and 

Investigations about the ways the financial services sector is addressing customer and industry 

needs during disasters such as the recent power outage in the Northeast.  

 

I am Catherine Allen, CEO of BITS, a nonprofit industry consortium of the 100 largest financial 

institutions in the US. BITS is the sister organization to The Financial Services Roundtable.  BITS’ 

mission is to serve the financial services industry’s needs at the interface between commerce, 

technology and financial services. BITS is not a lobbying organization.  Our work in crisis 

management coordination, cyber security, critical infrastructure protection and fraud is shared not 

only among our member companies but throughout the financial services sector. BITS works with 

other critical infrastructure sectors, government organizations, technology providers and third-

party service providers to accomplish its goals.  

 

BITS was holding its Advisory Group and Council meetings in Detroit at the time of the August 

power outage.  I was there along with the Chief Technology Officers and other senior executives 

of many of the nation’s largest financial services firms.  My direct involvement in our industry’s 

efforts is the basis for my belief that our financial system and communications worked well despite 

the challenges of being without power, landline telephones and water.  

 

 

Power Outage Impact 

 

BITS member companies and customers experienced the outage in Detroit, as well as in New 

York and other Northeastern states with a high concentration of financial institutions. Bottom 

line, the financial services industry and our customers fared well. Backup systems worked, 

alternate communications systems were used, and there was no measurable impact on 
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settlements and payments.  There was excellent cooperation and communications among 

the financial services regulators, Treasury and the private sector.  However, there were 

“lessons learned” that require follow-up.   

 

Let me outline three major reasons why I think the nation’s financial system fared so well:   

• Preparation – The events of 9/11 and subsequent preparations by the private sector and 

government enhanced our trust in each other and our ability to communicate, shift to backup 

systems, and continue operations. BITS, in fact, had conducted a scenario exercise that 

included the West Coast power grid being out for seven days and the impact that might have 

on the sector. That helped us think through things like communications, water shortages, 

backup for ATM operations, and fuel for generators.  

• Early announcements that this was not a terrorist event – This helped to alleviate public 

concerns and made for orderly execution of business continuity processes. If it had been a 

terrorist event, other communications and directives such as “shields up”—where external 

communications to institutions are blocked—might have occurred. Early understanding of the 

scope of the blackout and confirmation that it was not terrorist related were critical.  

• Diversity of communications – Although landlines and some cell phones were knocked out 

of use or could not be recharged, we did communicate through diverse channels such as 

Blackberries, which have long charge lives and generally work well in urban areas. In fact, 

Assistant Treasury Secretary Wayne Abernathy and I communicated through the evening of 

August 14  by Blackberry.   Mr. Abernathy helped get important government players on the 

telephone for a BITS and Financial Services Roundtable hosted call that night at 10pm during 

which industry and government representatives were able to discuss the events of the day and 

assess the potential impacts, such as whether markets would open on that Friday.  

 

There were several critical lessons learned from the event: 

• The power grid must be considered among the most vital of critical infrastructures and 

needs investment to make sure it works across the nation. The cascading impact on the 

operation of financial services, access to fuel, availability of water, and sources of power for 

telephone services and Internet communications can not be overstated.  
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• Water for cooling systems and personal hygiene often is powered by electricity. Many 

companies, for example, did not have backup generators for water supplies.  This caused 

several organizations to close their offices or delay opening.  

• Communications must be viewed as an integrated system.  Diverse elements—cell 

phones, Blackberries, landline phones, and the Internet—are required. We must understand 

the vulnerabilities and mitigate them.  Both diversity and redundancy are needed within critical 

infrastructures to assure backup systems are operable and continuity of services will be 

maintained.  

 

Attached to this testimony are a wide variety of lessons learned and our resulting specific 

recommendations gathered from our members’ experiences during the outage.  These were 

compiled after several conference calls of the BITS Crisis Management Coordination and 

Information Technology (IT) Service Providers Working Groups. The highlights and 

recommendations revolve around: 

• Contingency Planning and Third-Party Service Providers 

• Communications 

• Coordination with Federal, State and Local Governments 

• Access to Transportation, Water and Fuel  

 

 

The Interdependency Issue 

 

The most important lessons learned from the outage are how interdependent the critical 

infrastructures are and how fortunate it is that we did not have an event that was terrorist-

driven or involved a simultaneous cyber security attack. We need to look strategically and 

holistically at the nation’s critical infrastructures and what can be done to enhance resiliency and 

reliability.  

 

Since 9/11, BITS has intensified its focus on this issue of interdependency and cascading events, 

especially where potential terrorist events may occur on multiple fronts. Our focus is in four areas:  

1. Telecommunications vulnerabilities and recovery capabilities  

2. Business continuity, crisis management best practices, and cross-industry coordination. 
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3. Security practices of outsourcers. 

4. Security criteria for software in the development phase, as well as less frequent and more 

effective patch-management processes.  

 

BITS is addressing interdependency issues with the telecommunications industry. BITS has 

led an effort on behalf of the financial services industry focused on assessing telecommunication 

vulnerabilities and enhancing recovery. The telecommunications and financial sectors are 

demonstrating unprecedented cooperation, supported by the National Communications System 

(NCS) of the Department of Homeland Security (DHS).  The NCS and the DHS have been 

exceptionally helpful in bringing our two industries together to address diversity, redundancy, and 

recovery. Results of our collaboration include:  

• A detailed and confidential assessment of interdependencies in a specific geographic area as a 

replicable model for other areas 

• Best practices in telecommunications and financial industry procurement policies 

• Pilots to model the costs of attaining greater diversity and redundancy in telecommunications 

services to the financial services industry 

• Adoption by BITS and Financial Services Roundtable CEOs of the Network Reliability and 

Interoperability Council (NRIC) best practices in physical and cyber security 

• Education of both sectors on the importance of working closely together to identify and 

address issues 

 

In the crisis management coordination area, BITS utilizes the Crisis Communicator, a high-

speed, automated alert system that allows BITS and The Financial Services Roundtable to bring 

together CEOs, CIOs, crisis management executives and government officials in a matter of 

minutes. We developed potential scenarios and manuals for cross-industry coordination.  We 

participate in the Financial Services Sector Coordinating Council for Critical Infrastructure 

Protection and Homeland Security (FSSCC).  We created, on behalf of the FSSCC, and jointly 

with the Securities Industry Association (SIA), best practices for responding to the DHS Alert 

Levels Yellow through Red. Through the FSSCC, these efforts have been shared throughout the 

financial services industry as well as with other critical infrastructure industries.  
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BITS’ IT Service Providers Working Group created the BITS Framework for Managing Technology 

Risk for IT Service Provider Relationships. This document provides the financial services industry and 

service providers with risk-management strategies for evaluating outsourcing opportunities and 

helps them to meet regulatory requirements. We will be releasing a Security Assessment Matrix 

through which companies can standardize to make more rigorous their requirements for security 

and protection of data from vendors and service providers. This, too, is available to others in our 

industry, as well as to the audit and assessment and vendor communities.  

 

In the area of software security, BITS has created the BITS Product Certification Program 

(BPCP), a testing capability that provides security criteria against which software can be tested. 

BITS has also launched a best practices effort for patch management and is launching a “user-

driven” coalition effort to address software-development processes and patch-management 

procedures at a CEO-to-CEO level.  We will get back to you with recommendations in this area 

by early next year.  

 

We urge the Committee to consider all aspects of critical infrastructure—the software and 

operating systems, the service providers, the critical infrastructure industries, and the 

practices of firms, industries and the government—in addressing not only power outages 

but future disaster-related events.  

 

 

Recommendations 

 

We have developed five key recommendations for the Committee to consider: 

1. Invest in the power grid because of its critical and cascading impact on other industries 

and other critical infrastructures. In fact, there needs to be investment in all base critical 

infrastructures—power, telecommunications, transportation—to provide business 

continuity and critical economic recovery in the event of a crisis.  Incentives such as credits 

for investments, research and development subsidies, tax reductions and direct 

government investment should be explored. 
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2. Announce early whether an event is terrorist-related or not.  This information is 

critical to the execution of crisis management procedures and communications to maintain 

public confidence. 

3. Establish improved coordination procedures across all critical infrastructures and 

with federal, state, and local government when events occur.  Coordination in 

planning and response between the private sector and public emergency management is 

inadequate and/or inconsistent.  For example, a virtual national command center for the 

private sector that links to the Homeland Security Operations Center would help to 

provide consistency. 

4. Recognize that the financial sector is driven by its “trusted” reputation as well as 

regulatory requirements. Other industries do not have the same level of regulatory 

oversight, liability, or business incentives.  However, we rely on other sectors because 

of our interdependencies. Responsibility and liability need to be shared.  

5. Recognize and review the dependence of all critical infrastructures on software 

operating systems and the Internet. A cyber attack of some kind which impacts 

communications, SCADA systems or first responder systems would put all of us at terrible 

risk. Compounding the problem is the lack of security in software development and the 

current inefficient software patch processes that cause our industry to spend millions of 

dollars that could be better used for enhancing security and business-continuity practices. 

This is an alarming issue and critical to protecting the nation’s infrastructure.  A clear 

understanding of the role of software operating systems and their “higher duty of care,” 

particularly when serving the nation’s critical infrastructures, needs to be explored. 

 

On behalf of both BITS and The Financial Services Roundtable, thank you for the 

opportunity to testify before you today. I will now answer any questions.  
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LESSONS LEARNED: NORTHEAST BLACKOUT OF 2003 
  

Compiled by the 
BITS Crisis Management Coordination and  

IT Service Provider Working Groups 
 

 
This document highlights key lessons learned from the power outage that affected the Northeast 
from August 14 through 16, 2003.  It was compiled based on a series of conference calls with 
members of the BITS Crisis Management Coordination and IT Service Provider Working Groups as 
well as published articles about the event and its implications.  This document does not represent the 
efforts of the other financial services industry associations and/or coordinating bodies.  This only 
reflects the BITS perspective and lessons learned relevant to our crisis management coordination 
process and our members’ experiences.  BITS is a nonprofit industry consortium that shares its 
membership with The Financial Services Roundtable.  BITS serves as the strategic “brain trust” for 
the financial services industry in the e-commerce, payments and emerging technologies arenas, and 
also facilitates cooperation between the financial services industry and other sectors of the nation’s 
critical infrastructure, government organizations, technology providers and third-party service 
providers.     
 
In general, the nation's financial services sector withstood the massive power outage with little or no 
disruption.  Verification and notification by Department of Homeland Security (DHS) officials that 
the power outage was not terrorism-related provided the public with important assurance. Clearly, 
the nation’s power grid and transmission network should be strengthened to prevent power outages 
of this magnitude.   Further research is needed to understand whether software security weaknesses 
contributed to the outage.   
 
Contingency Planning and Third Party Providers 
• Financial institutions relied on business continuity plans to respond to the power outage and 

related consequences.  
• Data-protection schemes worked almost flawlessly for most large companies affected by the 

power outage. Recovery planning efforts made by financial institutions since 9/11 enabled them 
to respond to the crisis effectively. 

 
Recommendations 
• Ensure all critical systems are located in facilities with adequate backup power capacity.  
• Evaluate single points of failure, redundancy, and single-provider implications.  
• Evaluate, define and test procedures for operating and restarting equipment during power 

failures.  
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• Ensure financial institution patch-management programs include software at contingency 
sites or vendor-controlled sites.   

• Validate emergency building access policy/procedures with third-party building management 
services.   

• Establish and maintain strong relationships with critical partners and suppliers such as 
power, water, and telecommunications providers.  

• Maintain quick-ship/contingency agreements with suppliers. 
 

Communication 
• Overall, the BITS/FSR crisis notification process worked well.   
• Due to the large number of conference calls at certain times, some key individuals could not 

participate in conference calls.   
• Individuals with strong facilitation skills should lead calls in a quiet location.   
• Many member organizations have automated notification systems that provided paging services 

and 800 numbers for associates to use to receive information. 
• Alternate communication devices allowed financial institutions to communicate with employees, 

third parties, customers and regulators. With limited cell phone service, Blackberries became a 
primary and important means of communication for many members whose internal 
communications servers were not disabled. 

• Most Government Emergency Telecommunications Services (GETS) Cards worked.   
• Some satellite phones did not work in the New York City area because tall buildings and other 

environmental factors can affect the phones’ ability to receive a signal. 
• Reported telecommunications problems included inadequate backup power at 

telecommunications companies and a spike in the volume of calls. (In the hours after the 
blackout hit, leading wireless carriers reported three to four times the normal volume of calls, a 
load that virtually guaranteed that many people would hear busy signals and not be able to get 
through.) 

• Many cell tower generators failed due to insufficient fuel to operate and support the increase of 
wireless communications.  Many of the trucks that service these towers depend on commercial 
power to refuel and encountered roadblocks in their attempts to reach the towers.  The National 
Coordinating Center of the National Communications System coordinated efforts to get the 
trucks though the roadblocks and helped secure generators for those carriers in need.  

• Because so many thousands of servers were effectively "removed" from the Internet so quickly, 
it caused a sustained surge in BGP (Border Gateway Protocol) traffic to update router tables, 
effectively blocking other traffic temporarily and slowing the Internet. 

 
Recommendations 
• Obtain as many means of communication with key individuals at third-party service 

providers as possible (including home phones, cell phones, and email addresses).   
• Ensure alternative communication channels to communicate with the media, third party 

providers, customers, and government agencies. 
• Develop an improved system for communicating emergency and building evacuation 

instructions and employee protocols. 
 

Coordination with Federal, State and Local Government 
• Government officials provided accurate and timely information, which helped to maintain order.  

Increased presence by public safety officials helped to alleviate fears and minimize looting and 
civil unrest.   
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• Overall communication between government officials and the private sector was successful. 
Officials from the Federal Reserve, DHS, and Treasury were very responsive to BITS’ requests 
for information and coordinated effectively with the Financial Services Sector Coordinating 
Council for Critical Infrastructure Protection and Homeland Security (FSSCC).   

• All of the major cities affected by the blackout had post-9/11 emergency procedures in place. 
When electric water pumps shut down in Cleveland, authorities tapped private water trucks the 
city had arranged to be available in emergencies. Communities in suburban Detroit collaborated 
to evacuate residents living near a potentially dangerous gasoline plant. 
 
Recommendations 
• Establish and maintain strong relationships between the industry and federal, state and local 

governments.  
 
Transportation, Water and Fuel  
• There was widespread disruption to transportation systems, including trains, subways and air 

travel.  Limited and often conflicting or inaccurate information was provided to air travel 
customers.    

• Some companies encountered problems with armored car companies or courier services that 
would not deliver to locations where power had not been restored.  Additionally, some couriers 
could not gain access to areas due to curfews – or were not able to obtain fuel to complete 
deliveries. 

• Some companies reported a shortage of fuel for generators and difficulty in obtaining additional 
fuel for their generators. 

• In some states, water supplies were affected because water is distributed through electric pumps.  
• The inability to pump water and use electronic flushing devices rendered many buildings 

uninhabitable. High-rise buildings were evacuated due to their inability to run fire pumps. 
 
Recommendations 
• Ensure there is adequate food and water at key locations.   
• Ensure ATMs in key locations have an alternative power source in the event of a power 

failure.   
• Ensure that critical business units/facilities functions are adequately supported by 

generators.  
• Test generators regularly at full capacity for extended periods of time. 

 


